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ABSTRACT: Recent court challenges have highlighted the need for statistical research on fingerprint identification. This paper proposes a model
for computing likelihood ratios (LRs) to assess the evidential value of comparisons with any number of minutiz. The model considers minutiae
type, direction and relative spatial relationships. It expands on previous work on three minutiae by adopting a spatial modeling using radial
triangulation and a probabilistic distortion model for assessing the numerator of the LR. The model has been tested on a sample of 686 ulnar loops
and 204 arches. Features vectors used for statistical analysis have been obtained following a preprocessing step based on Gabor filtering and image
processing to extract minutiae data. The metric used to assess similarity between two feature vectors is based on an Euclidean distance measure.
Tippett plots and rates of misleading evidence have been used as performance indicators of the model. The model has shown encouraging behavior
with low rates of misleading evidence and a LR power of the model increasing significantly with the number of minutiz. The LRs that it provides
are highly indicative of identity of source on a significant proportion of cases, even when considering configurations with few minutiz. In contrast
with previous research, the model, in addition to minutia type and direction, incorporates spatial relationships of minutiz without introducing
probabilistic independence assumptions. The model also accounts for finger distortion.
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Recent challenges of fingerprint evidence in court have
strengthened the need for statistical research to underpin the fin-
gerprint identification process. Indeed in its decision in United
States v Byron Mitchell (1), the court highlighted that “the actual
standard employed by any given FBI examiner falls somewhere
between these extremes, yet the FBI’s reliance on an unspecified,
subjective, sliding-scale mix of “quantity and quality of detail”
makes meaningful testing elusive, for it is difficult to design an
experiment to test a hypothesis with unspecified parameters.” Our
view is that a systematic acquisition of statistical data describing
fingerprint selectivity through adequate modeling will help to ad-
dress fundamental issues raised in the area of fingerprint identi-
fication. Our purpose is to offer latent fingerprint examiners with
models allowing the assessment of the strength of evidence in a
robust and reliable manner.

This paper proposes a model, which assesses statistically the
strength of the comparison between latent marks and suspect
prints. The model can provide support for comparisons with more
than three corresponding minutiae. This research work is an ex-
tension of previous work devoted to three minutiz only (2). Our
purpose is not to demonstrate the individuality of a complete and
well-reproduced fingerprint, but to assess the evidential contribu-
tion of fingermarks that can be partial, distorted and with a poor
signal/noise ratio.

Adopting a likelihood ratio (LR) framework is essential to
weigh together both the variability on fingerprints originating
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from the same finger due to skin elasticity and the variability on
fingerprints originating from different fingers. The general LR
model has been described elsewhere (3). The computation of a LR
calls for the estimation of two probability density functions. The
probability density function in the numerator of the LR is an es-
timation of the variability of the features when left at several oc-
casions by the same donor (within finger variability). The
probability density function in the denominator is an estimation
of the variability of the features when they come from different
fingers (between fingers variability). To relate the concept of LR
with traditional fingerprint identification practice, it is useful to
view the exclusion as a LR of zero (the numerator of the LR being
zero). Individualization is reached when the LR is infinite (the
denominator of the LR being zero). Dealing with cases between
these two extremes is the purpose of this statistical analysis.
This paper describes the image preprocessing and feature ex-
tractions, which were used to acquire fingerprint data and minutiae
information. In addition to minutia type and direction, the model
captures the spatial relationship between minutie by using a radial
triangulation. The organization and the exploitation of these data
using a LR are then presented. Finally, the performance of this
multiminutia system on selected datasets is illustrated. Tippett
plots (4—6) are used for assessing the accuracy of this LR-based
system. Tippett plots provide a graphical representation of the
general magnitude of the LRs obtained from our method under the
two considered hypothesis of common source and of different
sources. They also provide the discriminative power of the system
and the rates of potentially misleading evidence of the system.

Preprocessing

Images acquired to investigate the numerator and denominator
of the LRs have been fully or partly processed according to the

Copyright © 2006 by the Forensic Science Service Ltd.



FIG. 1—(a) Original gray scale image, (b) cleaned skeleton obtained from (a).

methodology previously described (2). The images were treated
using Gabor filtering (7,8) and skeletonized after a manual check
(and manual correction if needed by trained operators) of the ac-
curacy of the binary representation with respect to the initial
grayscale image. An example is shown in Fig. 1.

After having cleaned and healed the skeleton of the remaining
noise, we obtained clean skeletons for both the within and the
between variability images. Features of statistical interest are
extracted from them.

Spatial Modeling Using Radial Triangulation

The spatial arrangement of minutiee is modeled through a tri-
angulation of a polygon whose vertices are minutia locations.
Once the polygon is constructed a number of triangulations can be
used. A fingermark from a crime-scene does not usually exhibit
information on its location within a fingerprint, and in particular,
its orientation within the print. The construction of the polygon
therefore requires the definition of a unique ordering of the mi-
nutia locations. Hence allowing for the structure of the triangu-
lated polygon to be rotation invariant; in other words, the polygon
should be encoded in a structure that does not change irrespective
of which minutia we start coding. This concept will be revisited
later in this section once radial triangulation is introduced as
it plays an important role in the calculation of the denominator
of the LR.

Let us assume that we have a method for defining a unique
polygon for a given set of minutia locations. Many methods pro-
vide a triangulation of a polygon, including Delaunay triangula-
tions and its constrained versions. Delaunay triangulation had
been used in our earlier work on three minutie (2). However, the
triangulation of polygons representing spatial arrangement of mi-
nutiae, using these methods, does not provide a triangulation that
is robust to fingerprint distortion. Furthermore, such triangulated
polygons cannot be captured in a structure that is invariant de-
pending on the starting minutiee: we would require either prec-
omputing a large number of triangulations depending on the
starting minutia or computing these triangulations when comput-
ing a LR. Obviously, the number of triangulations will increase
significantly faster than the number of minutiae and therefore,
there will clearly be issues with the amount of computer storage
and processing time required.

In this paper we propose a method that we called “radial tri-
angulation” (9) for the construction of a polygon and its triangu-
lation that gives a structure that is rotation invariant and more
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FIG. 2—(a) The radial triangulation of a set of nine minutic, (b) the Delau-
nay triangulation of the same set of minutic.

robust to fingerprint distortion, and which does not require a large
amount of storage space and computing time. Given a set of mi-
nutia locations there is a unique centroid defined by the arithmetic
mean of the coordinates. The centroid is then used for ordering the
minutia locations in a “radar” manner, which is used to define a
unique polygon. Given this polygon the centroid is also used for
triangulating it: radii are added from the vertices of the polygon to
the centroid. Figure 2a presents the polygon and radial triangula-
tion of a set of 12 minutie while Fig. 2b shows the standard
Delaunay triangulation for the same configuration of minuti.
Any vertex in the radial triangulation is linked to two other ver-
tices and to the centroid, while in the Delaunay triangulation the
number of connections for each vertex can vary.

Feature Vector Extraction

The evidential assessment of a comparison of a finger mark
from the crime scene, subsequently referred as the mark, and a
suspect’s fingerprint, subsequently called the print, requires the
comparison of features from the mark and the print. The radial
triangulation gives a platform for extracting these features and
records them as a list number called a feature vector. The general
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form of the feature vector for a configuration of N minutiz is,

[GP,{T\,RA,R\,Li 2,51 },{T>,RA>,R>,L,3,5,},
ooy {Tn,RAN, Ry, Ly,1,Sn}] (1)

where GP is the general pattern of the fingerprint, 7 is the type of
minutia k (k takes value from 1 to N), RA; is the direction of mi-
nutia k relatively to the image, R, is the radius of minutia k to the
centroid, Ly 4 is the length of the polygon side between minutia
k and minutia k+1, S is the area of the triangle defined by min-
utie k, k+1, and the centroid.

The radial triangulation introduced earlier allows for feature
vectors with a small number of entries: the number of sets in curly
brackets is the same as the number of minuti® in the configur-
ation. In contrast, a feature vector based on the Delaunay triangu-
lation used previously (2) would require the addition of a large
number of extra diagonals, which would make the sets in the curly
brackets very large. This additional information would need a
much larger storage space and would imply larger computational
cost.

The feature vector of a minutia configuration from a print is
denoted by x, while the feature vector of a configuration from a
mark is denoted by y. The entries for the vectors are identified
with subscripts x and y, respectively. We therefore have,

X :[GPX7 {Tx,l ) RAX,17R,X,1’ LX‘LZ? SX‘1}7 {]1,‘(‘27 RAX‘27 RX,27 L)C.,2‘37 Sx,2}7
oo ATN, RAx N, R, Ly 15 Sen }]

(2)

y :[pr, {Ty.,l ) RAy,l ) Ry41 ) Ly,1<27 Sy,l }7 {Ty,27 RA)‘,27 Ry,27 L}'4,2,37 Sy<2}7
RN} {Ty,N7 RA)',N; R)',Na Ly«,N,l ) Sy,NH

We can rearrange the feature vector to separate the information
on the configuration provided by the general pattern from the
specific information on each minutia as x = [GP,,x,] where

Xs :[{TXAI 3 RAx,l 5 Rx,l 5 Lx,l,Z» Sx,l }7 {T:v,27 RAX‘27 Rx‘Zv Lx,2,37 Sx,Z}a
oo ATN, RA N, Re N, Ly 1, Sxn ] (3)

Similarly we can write a feature vector from the mark as
y = [GP,.y,l.

LRs for Configurations of N Minutize

In this section, we describe a LR specifically designed for as-
sessing the evidential value of the link between a print and a mark
(10). Formally, we can write:

~ p(x,yS, 1) p(GP.,GPy,x;,yS,1)

LR = ndad A >
p(x,y[S,1)  p(GPy,GPy,x,,y,[S,1)

where S sets the hypothesis that a considered suspect left the mark
at the crime scene. More particularly, that a particular minutiae
configuration from a define finger from this suspect corresponds
to a particular minutiae configuration on the mark. S sets the
hypothesis that somebody else left the mark at the crime scene;
I encapsulates any other information that may be relevant to
the case.

The previous equation can be expanded as

_ p(x5,3,|GP,GPy,S,1) _ p(GPy,GPy|S,I)

LR = — X —
p(x5,y5|GPx, GPy,8,1) ~ p(GPy,GPy|S,1)
LRS‘g LR,
= LRy, x LR, (4)

The overall LR is then a multiplication of two components. The
second, LR,, is associated with the information on the general
pattern while the first LRy, weighs the contribution of the specific
information on a minutia configuration given the information on
the general pattern.

The numerator of LR, is 1. Indeed, by assuming that the mark
and the print configurations are both from the considered suspect
and correspond, there are no doubts that the general pattern in-
formation in the respective feature vectors should be the same.
The value of the denominator of this LR can only be related to the
characteristics of the mark as it is assumed that the considered
suspect is not involved. Hence, this value is the probability that a
feature vector originates from a fingerprints having general pattern
GP,. This probability can be computed using the occurrence of
general patterns based on values compiled from the National
Crime Information Center (11). Table 1 gives the percentages
for most general patterns.

The LRy, in Eq. (4) is computed using the formula,

p(d(x;,y,)|GPy, GPy, S, 1)

LR, = —
7 p(d(xs,y,)|GPx, GPy, S, 1)

(5)

where d(x,,y;) is a distance between two configurations of minutiz
encoded in feature vectors x, and y, [Eq. (3)].

Given an N-minutia polygon, the structure of its feature vector
v, is driven by the choice of the starting minutia during the feature
extraction process. This dependence is made explicit by adding an
extra subscript indicating the minutia first listed in the feature
vector. Therefore, there are N possible ways to record the same
feature vector, more specifically,

ysu = {Ty1, RAy1, Ry1, Lyt 2, Sy b {Ty2, RAy 2, Ryp, Ly 3, Sy b
EE) {T,va RAyN,RyN,LynN.1, Sy N }]

ys2 = {Ty2,RAy2, Ry2, Ly23,Sy2}, {Ty3, RAy 3, Ry 3, Ly 34, Sy3 s
ATy 1, RAy 1 Ry 1, Ly 2, Sy }]

Ys,N = [{IZV,N’ RAy,N7 Ry,Nv Ly,N,I ) S)ﬂ,N}? {Ty,l ) RA)’,] 7R)',1 ) L_V,] 29 SV,] }7
oo ATyN-1, RAy N_1, RyN—1, Ly N—1 N, SyN—1}]
Distance d(x,,y;) is therefore defined as

d(xs,ys) = min{d(x;,y5;) 1 i=1,2,...,N} (6)

The calculation of this distance is very efficient because the struc-
ture of the feature vectors is invariant to fingerprint rotations and

TABLE 1—Percentages of general patterns used to compute LR,

General Pattern Percentages (%)

Arches 9
Whorls 24
Left loops 33
Right loops 34




there is no need for extracting extra information when computing
each of the d(x;y, ;). This property is given by the radial triangu-
lation presented earlier.

The calculation of each of the d(x,,y,;) is computed in two
steps. First the entries of the feature vectors are normalized so that
they take a similar range of values, and second, an Euclidean dis-
tance is computed. The normalization is done with respect to the
values of the entries of the feature vectors in the reference data-
base, and it guarantees that the contribution of each entry is not
confounded with the units of measurement.

The probability density functions for both the numerator and
the denominator of the LR can now be computed. For the numer-
ator, the distance d(x,,y,) is an instance of distances between fea-
ture vectors that originated from the same finger because it is
conditioned on S being true. The calculation of many such dis-
tances is used for estimating the probability density function for
the numerator. We therefore refer to the variability of these dis-
tances as within-finger variability. For the denominator d(x,y;) is
an instance of a distance between a mark feature vector and a
noncorresponding feature vector because of the conditioning on §
being true. Many distances between the mark feature vector and
feature vectors extracted from a reference population are used for
estimating the probability density function for the denominator.
The variability in these distances is thus called between finger
variability. These two densities have been estimated using mix-
tures of normal distributions, using the EM convergence algorithm
(12). Mixtures of three normal distributions have been used to
estimate within-finger probability density functions and mixtures
of four normal distributions have been used to estimate the be-
tween-finger ones. The area under the mixtures of normal distri-
butions are normalized to 1 for both the numerator and the
denominator of the LR. Both densities are estimated for the com-
putation of the LR of each particular mark. Details on the acqui-
sition of the relevant databases for estimating both density
functions are given in the next section.

Data Acquisition

We will separately describe data informing the within finger
variability for the numerator of the LR from data informing the
between variability for the denominator of the LR.

Within Finger Variability

For the estimation of the within finger variability of configur-
ations of three minutie, a database of 216 fingerprint images was
constituted from 54 applications under different distortion condi-
tions of four fingers from two people (two fingers each) (2). As
expected, it appears that under distortion, some minutiae of a
given finger are present on all images, while others are only pres-
ent on part of the dataset. Although it is possible to estimate the
effect of distortion on configurations of a small number of minu-
tiae based on this dataset, it would be more difficult to extract a
sufficient set of configurations with a larger number of minutiae to
study the distortion phenomena. It was realized that such a pro-
cedure would be unsuitable for a model intended to deal with
configurations of N minutiz and, therefore, a distortion model was
built for obtaining virtually distorted minutia configurations from
a given configuration without the need of further sampling. For the
sake of clarity of explanation this distortion model is presented for
triangles, but it can be deployed for any polygon.

Distortion Model Description—Distortion in a fingerprint can
both increase and decrease distances between features when the
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skin is either stretched or compacted. This affects the location of
all features and therefore a reference point for comparing distorted
distances needs to be chosen. The centroid was chosen as a ref-
erence point for consistency with the design of the feature vector.
For a given triangle, distortion alters distances between the cen-
troid and vertices. This model proposes that these distances can be
independently decreased or increased due to distortion. Figure 3
shows a schematic representation of the model for a triangle. The
solid-line triangle represents a triangle obtained from a suspect’s
fingerprint where the vertices are minutia features. The brackets
surrounding each vertex represent the range of values that the radii
can take due to distortion. The dotted-line triangle shows a tri-
angle obtained from the solid-line triangle using radial distortion.

The same modeling ideas can be applied to minutia direction by
representing it with a line segment starting from each vertex
where the segment has the same angle as the minutia for this ver-
tex. The end-point coordinate can then be distorted using radial
distortion as described above and shown in Fig. 3. Given a triangle
extracted from a fingerprint of a suspect, the radial distortion
model is fully specified by stating the standard deviations for each
of the radii, that is, three radii for the vertices and three radii for
the directions. The triangle from the suspect is specified by its
vertex coordinates from the original image and the minutia dir-
ections also with respect the original image. The dependence on
the coordinate system of the original image will be later removed
by computing distances between triangles.

Distortion Model Estimation—The distortion model for a tri-
angle requires six standard deviations to be specified, three for
distances between vertices and three for distances to the line seg-
ments that represent minutia direction. Data collected on distorted
triangles from the middle finger (ulnar loop) of the volunteer with
the highest distorted fingerprints have been used to estimate these
parameters. This database contains 75 sets of triangles. One of the
sets of triangles is displayed in Fig. 4a.

For each triangle set, the radius of each vertex and each direc-
tion segment was computed. The mean value p and the standard
deviation o for this set were computed. Therefore for each set of
triangles we computed three mean values and three standard de-
viations for vertex radii and the same number for direction. Figure
5 displays a plot of the mean and standard deviations for vertex
radii. In this plot we can see that standard deviation has the ten-
dency to increase as a function of mean value, and that the stand-
ard deviation vary for each mean. The variability can be explained
by the variability on the number of triangles in each set. The

FIG. 3—Distortion model description. The solid-line represents a minutice
configuration extracted from a fingerprint and the dotted triangle is a minutice
configuration distorted triangle.
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FIG. 4—(a) Triangles extracted from distortion data, (b) triangles gener-
ated using the distortion modeling.

increment of the standard deviation along with the mean values is
modeled by a regression line estimated from the data. The esti-
mated regression line is 1 =0.9+0.02c, drawn as the solid line
that pass through the data. However, this line is biased by lower
standard deviation due to low number of triangles in some sets.

This bias can be removed by shifting the regression line up-
wards through setting the intercept to 2.5, that is, p = 2.5+0.02c.
This shifted regression line is also plotted with a solid line on
Fig. 5. Notice that the shift is quite large but it does not have a
large influence to the LR because it is the denominator that dom-
inates relatively the magnitude of the resulting LR.

Figure 4b displays triangles generated with the radial distortion
model corresponding to the triangles extracted from distorted print
displayed in Fig. 4a. Notice that, as expected, our model gives
more variability in the triangles size and shape and minutia
direction.

Between Finger Variability

Four datasets are available for the investigation of the between
finger variability (Table 2). The two first datasets (ulnar loops)
have been acquired during previous study (13), the remaining da-
tasets (arches) have been acquired during this research effort. At
this stage, we decided to keep separate the datasets in order to

investigate the effect of a change of general pattern and finger
number on the LRs. All datasets of fingerprints originate from a
population of randomly selected males that had been registered
within the Swiss criminal justice fingerprint database. The min-
utiee locations, types, and directions were extracted from all the
images for all datasets.

As for the study on three minutie configurations (2), reference
databases of configurations were built from these fingerprint im-
ages in order to study the variability between these configurations.
Although the model has the capacity to deal with configurations of
any number of minutiz, this study was limited to its behavior with
configurations of three to 12 minutie. Therefore, reference data-
bases for configurations from three to 12 minuti® were built by
sampling configurations into the fingerprint images.

Ten thousand configurations have been sampled for each differ-
ent combination of finger number/general patterns and for each
number of minuti in the configurations. The sampling method for
a reference database of configurations of N minutie is as follows:

e A fingerprint image within the desired finger number/general
dataset is randomly selected.

e A minutia on this fingerprint image is randomly selected.

e The N — 1 closest minutiz (in terms of Cartesian distances) are
selected and the feature vector is extracted following the pro-
cedure described previously.

e The extracted minutia configurations are compared against the
already extracted configurations to ensure that a configuration
is not selected more than once.

Results

Our aim is to assess the behavior of the model to gain a better
understanding of its performance. Moreover, its performance can
be different for fingerprints exhibiting different general patterns.
Two general patterns have been investigated: ulnar loops and
arches; furthermore, the behavior of the model has been studied
when different finger numbers and different hands are considered.

The performances of the model have been assessed using Tip-
pett plots, which were constructed with the results of 1000 LR,
computed for comparisons where the print and the mark origin-
ating from the same source and 1000 LR, for comparisons
of prints and marks originating from different sources. LR, has
not been taken into account at that point. Indeed, with respect to
Eq. (4), it would only have produced an upward shift of the
results toward larger LRs.

To compute LRy in Eq. (5) for same-source comparisons, the
print configuration is obtained by randomly selecting, without re-
placement, a configuration from the reference database. A set of
101 distorted configurations is then generated from this print con-
figuration using the distortion model previously described. One of
the generated configurations is selected as the mark and the re-
maining 100 are used to compute the within-distribution proba-
bility density function for the numerator of the LRs. The
probability density function for the denominator is estimated from
the reference database.

To compute LRy, in Eq. (5) for different-source comparisons,
the print configuration is chosen by randomly selecting, without
replacement, a configuration from the reference database. A sec-
ond configuration is randomly selected without replacement and is
used as the mark. This configuration is selected such as it does not
come from the same person as the first one. A set of 100 distorted
configurations for the estimation of the within variability is
then generated from the print configuration using the distortion
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FIG. 5—Mean distances against standard deviations of the distances.

model previously described. This set is used to compute the with-
in-distribution probability density function for the numerator of
the LRs. The density function for the denominator is estimated
from the reference database.

The choice for a resampling procedure of 1000 LRs has been
made to ensure reproducibility of the Tippett plots obtained.

A Tippett plot is a specific representation of the distribution of
LRs obtained for test cases of same source comparisons (S is true)
and different source comparisons (S is true). On the x-axis, the
log 10(LRS‘g) is given. On the y-axis, one minus the cumulative
probability distribution of the LRs is given. The Tippett plot gives
then one minus the cumulative distribu.tion for respectively the Behavior of the Proposed Model for Configurations of Three to
LRs (?omputed for Same-source comparisons (called LR Frue on Twelve Minutice on Different General Patterns and Finger Numbers
the Tippett plot—dash line) and the LRs computed for different
source comparisons (called LR false on the Tippett plot—solid
line). These plots provide a graphical representation of the mag-
nitude increment of the LRs along with the number of minutiae in
configurations. These plots allow also a study of the accuracy of
the model by comparing the proportions of misleading evidence.

It is important to emphasize that the rates of misleading evi-
dence can be defined differently (e.g., for casework) by shifting its
definition threshold (here fixed at a LR of 1). For example, it is
possible to reduce the amount of RMEP, and hence favor the sus-
pect, by increasing the value of the threshold (to 10 or 100).
RMEP and RMED being linked, such an increase will result, for
the model, in an increase of the rejection rate of comparisons that
are truly from the same source, but will reduce the rate of report-
ing misleading evidence when the mark and the print truly
originate from different sources.

Owing to the low number of samples in the reference popula-
tion database, it was likely that some configurations would appear

We have defined two rates of misleading results as follows (2): ; ‘\‘ LR true min =5.388e—14
RMED: rate of misleading evidence in favor of the defense. The 0.9y [ LR true max =1.196+06 |
. . L} — [
percentage of all LR, computed knowing the prosecution prop- 08l ; ! LRtue<=1 120% |
osition S is true that are below or equal to 1. On the Tippett plots, Lo
. . o 1 4
this rate is denoted LR true <1. 0.7 .
RMEP: rate of misleading evidence in favor of the prosecution. 06} ; ' ]
The percentage of all LR, computed knowing defense propos- g L
o a . . + 1 -
ition S is true that are above or equal to 1. On the Tippett plots, Q 0.5 S
this rate is denoted LR false >1. T 04l Lo .
]
1 )
0.3} 1 ' 4
| 1
b
027 Riaise>=1 3.309% i l i
TABLE 2—Distribution of general patterns in the set of fingerprints used to 0.1 LR false min=1.5243e—15 ! \
assess between finger variability. "' [ LR false max =1.39e+03 ! Y 1
\
0 1 1 1 = 1 1
Description Number -15 -10 -5 0 5 10 15
Ulnar loops from right fore fingers 321 Log10(LR)
Xircliilrflr(())(r)ﬁsrifr}(;tmforll‘ghénm:;;ﬂe fingers 3?2 FIG. 6—Tippett plots for configurations of three minutice on right middle
Arch from le%t fore ﬁngfr% 131 fingers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash
_ line).
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LR true min =6.2966e—13
LR true max =2.48e+09 |
LRtrue<=1 0.50 %

Log10(LR)

FIG. 7—Tippett plots for configurations of four minutice on right middle

fingers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash
line).

extremely specific, and therefore, that resulting LRs might have
meaningless values. Thus, we have chosen to limit the model by
setting a threshold of 10~ ' for the minimum density that either
the numerator or the denominator of the LR is allowed to take.
This is a default value aiming at stressing the limits of statistical
estimation when reaching very small densities. It should be em-
phasized that the robustness of this default value has not been
fully investigated and would require further work. In other words,
LR of 10" reflects extremely strong evidence but should be taken
with an element of caution in terms of accuracy.

The evolution of LRs for the different patterns when the num-
ber of minutiz increases from three to twelve minutie has been
studied using reference databases sampled from the datasets
as described previously. An example of the evolution of the
Tippett plots is given for ulnar loops on the right middle finger
in Figs. 6-15.

We have summarized the results obtained for the computation
of the LRs true for all the combinations considered of general
pattern/finger number below (Figs. 16—19) by reporting the per-

0.9 .\ LRtrue min=1.9406e-13
~r i \ LR true max=3.35e+14 ]|
i '\ LRtrue<=1 1.30%
08} | ! ]
1 1
0.7} ! b 1
1 1
1 1
| 1 B
1
E 1 1
&) ! L 1
- ' b
1 [ i
1 \
I 1
1 \I E
! \
| [y
i ' 1
)
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FIG. 8—Tippett plots for configurations of five minutice on right middle

fingers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash
line).
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FIG. 9—Tippett plots for configurations of six minutice on right middle fin-
gers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash line).

centage of LRs smaller than 10,000, between 10,000 and a billion
(1000 million) and above a billion. The RMEP and RMED for
each Tippett plot are also reported in Table 3.

As expected, the discriminating power of the model increases
significantly with the number of minutie. Note that the threshold
of 10~ '° for the denominator prevents the LR from being greater
than 10", It is interesting to observe the similar behavior of the
model on the two considered general patterns as well as on arch
general pattern on both hands. It is also worth noticing the sig-
nificant fraction of LRs, which are below a billion, even for con-
figurations of 12 minuti®. When considering the RMEP and
RMED of the system, the small magnitude of these rates demon-
strates the accuracy of the system.

Discussion and Conclusion

The results show that the approach adopted here is robust, the
magnitude of LRs obtained under both propositions (S and S)
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FIG. 10—Tippett plots for configurations of seven minutice on right middle

fingers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash

line).
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FIG. 11—Tippett plots for configurations of eight minutice on right middle
fingers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash line).

"0 LR true min=1.2664e—09
“\LR true max=9.18e+14]
WRtrue<=1 0.10%

1

ool 4R false>=1 0.40 %
' R false min =1.7742e~15
0.1 LR false max= 01

Log10(LR)

FIG. 12—Tippett plots for configurations of nine minutice on right middle
fingers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash line).

stresses the major evidential contribution small portions of fin-
germark (from three minuti®) can provide. The Tippett plots
computed for the different general patterns and for the different
fingers on both hands show similar behaviors.

When the number of minuti is increased, the system has a very
promising discriminating power and the LRs that it provides are
very indicative of the true state under both the prosecution and the
defense hypotheses. The model is able to support very strongly or
strongly either hypothesis on a significant proportion of cases,
even when considering configurations with few minutie. It has
low rates of misleading evidence for both the prosecution and the
defense hypotheses. The RMEP is slightly higher that the corre-
sponding one in favor of the defense, especially for configurations
of few minutiz. This may led to the argument that the model fa-
vors the prosecution. This issue may have to be considered before
any operational use. The increase of the RMEP, which can be
observed for configurations of eight to twelve minuti® on fingers
with arch general patterns, can be explained by a sampling effect
due to the small size of the available datasets. Indeed due to the
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FIG. 13—Tippett plots for configurations of 10 minutice on right middle fin-
gers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash line).
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FIG. 14—Tippett plots for configurations of 11 minutice on right middle fin-
gers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash line).
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FIG. 15—Tippett plots for configurations of 12 minutice on right middle fin-
gers of ulnar loops (likelihood ratio [LR] false, solid line; LR true, dash line).
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FIG. 16—Evolution of the LRs for arch general patterns on right fore fingers.
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FIG. 17—Evolution of the LRs for arch general patterns on left fore fingers.
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FIG. 18—FEvolution of the LRs for ulnar general patterns on right fore fingers.

limited size of the database, the task of finding close (in terms of ficult at this stage. Indeed to compute the numerator of the LR, a
the distance we defined) configurations from a random source is distortion model has been proposed and validated on a series of 54
more and more difficult as the number of minutiae increases. ulnar loops. This model has been applied regardless of the finger

We observed differences in the LRs obtained as a function of number or general pattern. The model used for the numerator
the general pattern. The interpretation of this observation is dif- is then a proxy that allows assignment of what we believe is a
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FIG. 19—Evolution of the LRs for ulnar general patterns on right middle fingers.

TABLE 3—Rate of misleading evidence in favor of the prosecution (RMEP) and in favor of the defense (RMED) for ulnar loops and arches on fingers from right
and left hands for configurations of three to twelve minutice.

Arch Ulnar Loop
Right Fore Finger Left Fore Finger Right Fore Finger Right Middle Finger
RMEP (%) RMED (%) RMEP (%) RMED (%) RMEP (%) RMED (%) RMEP (%) RMED (%)
3 minutiz 4.90 1.10 3.50 0.40 3.00 0.40 3.30 1.20
4 minutiz 1.60 0.50 1.10 0.30 1.40 0.30 1.40 0.50
5 minutiz 0.60 0.60 0.90 1.10 0.90 0.50 0.80 1.30
6 minutiz 0.50 0.60 0.70 0.80 0.10 0.30 0.40 0.30
7 minutiz 0.40 0.70 0.00 0.80 0.00 0.40 0.20 0.10
8 minutiz 1.20 0.20 0.50 0.10 0.30 0.20 0.10 0.40
9 minutiz 1.10 0.20 1.00 0.40 0.10 0.10 0.40 0.10
10 minutiz 2.80 0.00 0.90 0.20 0.10 0.10 0.00 0.20
11 minutiz 2.60 0.20 2.10 0.10 0.20 0.10 0.30 0.10
12 minutie 1.80 0.00 3.90 0.10 0.10 0.10 0.30 0.00
Note that the 0 in the table means that there were no observations for 1000 simulations.
reasonable numerator of the LR. Another explanation of the ob- Acknowledgment

served differences between the different general patterns and fin-
gers might be a sampling effect due to the small size of the
datasets. Further research is required to assess whether the effect
of general pattern and finger number is real.

It is fair to say that the above results constitute only the first step
toward the validation of the reliability and robustness of the mod-
el. However, the model developed fulfils most of the gaps iden-
tified following the establishment of the state of the art (14): it
captures spatial relationships between minuti®; it takes into ac-
count their types; it models the within-finger variability due to
distortion; it is based on data and reduces to a minimum the num-
ber of underlying distributional and independence assumptions.
Finally, computation can be undertaken conditioning on finger
number and general pattern. These results have been achieved
using a basic “Euclidean” type distance measure between feature
vectors. No doubt additional research on the metric itself could
lead to even more discriminative and probative results.

Whatever the metric used, it is advised that this effort be pur-
sued and that work toward a more complete validation plan of the
model before any operational use. However, these results demon-
strate that developing an objective method to assess partial fin-
gerprint is fully achievable from a three-minutia problem as we
reported earlier (2) up to a multiminutia environment.
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